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Control and Placement of Finite-Resolution

Intelligent Surfaces in IoT Systems with

Imperfect CSI

Sajjad Nassirpour, Alireza Vahid, Dinh-Thuan Do, and Dinesh Bharadia

Abstract

In this paper, we study the advantages of using reconfigurable intelligent surfaces (RISs) for inter-

ference suppression in single-input single-output (SISO) distributed Internet of Things (IoT) networks.

Implementing RIS-assisted networks confronts various problems, mostly related to the control and

placement of the RIS. To tackle the control-related challenges, we consider noisy and local channel

knowledge, based on which we devise algorithms to optimize the potentially distributed RISs to achieve

an overall network objective, such as the sum-rate. We use a network with a centralized RIS as a

benchmark for our comparisons. We further assume low-bit phase shifters at the RIS to capture real-

world hardware limitations. We also study the placement of the RIS and analytically quantify the

minimum required degrees-of-control for the RIS as a function of its location to guarantee a specific

network performance metric and verify the results via simulations.

Index Terms

Distributed interference suppression, reconfigurable intelligent surface, integer programming, fading

channels, throughput, channel state information.

I. INTRODUCTION

Internet of Things (IoT) communication networks enable devices with sensing, processing, and

communication capabilities to provide a wide range of services, such as intelligent manufacturing,

S. Nassirpour, A. Vahid, and D. T. Do are with the Department of Electrical Engineering at the University of Colorado, Denver,

USA. Emails: sajjad.nassirpour@ucdenver.edu, alireza.vahid@ucdenver.edu, and thuandinh.do@ucdenver.edu.

D. Bharadia is with the Department of Electrical and Computer Engineering at the University of California, San Diego, USA.

Email: dineshb@eng.ucsd.edu.

ar
X

iv
:2

21
2.

08
63

1v
1 

 [
cs

.I
T

] 
 1

6 
D

ec
 2

02
2



2

emergency detection, and structural health monitoring with minimal human interaction [1].

Interference is an inevitable challenge in IoT networks due to the scarcity of the spectrum

and the proximity of a large number of IoT users. This work studies a single-input single-output

(SISO) IoT network with K base stations (BSs) and K IoT devices.

To overcome the aforementioned challenges, [2, 3] use resource allocation techniques based on

non-orthogonal multiple access (NOMA) to support IoT devices since IoT transmitters/receivers

have limited size and battery capacity and are thus expected to have simple architectures. On the

other hand, reconfigurable intelligent surface (RIS) has recently been proposed as a promising

power-efficient alternative solution to handle interference [4–8]. An RIS can be viewed as a

set of programmable reflecting elements, each capable of altering the phase and possibly the

amplitude of the incident signal, and is placed between the BSs and the receivers to modify and

enhance the communication links.

Intelligent surfaces propose an attractive solution in wireless networks as they are supposed to

be (nearly-)passive and do not rely on traditional infrastructure [9, 10]. However, the implemen-

tation of RIS-assisted networks faces several challenges, mostly revolving around the control

and placement of the intelligent surfaces.

Controlling reconfigurable intelligent surfaces involves several steps, including channel esti-

mation, dissemination of the channel knowledge throughout the network, optimizing the RIS

configuration, and then altering the RIS configuration as desired. The presence of an RIS

introduces a large number of new communication links, thus increasing the complexity of channel

estimation [11]. Next, the acquired channel knowledge needs to be disseminated throughout

the network via feedback channels, which are typically rate-limited, delayed, or local [12–

15]. To enhance the existing literature, which mostly assumes noiseless and global channel

knowledge [16–19], we study RIS-assisted networks with noisy and/or local knowledge of

channel state information (CSI) and evaluate the resulting performance degradation. On the

issue of RIS configuration and optimization, many prior results assume an ideal RIS that can

alter phase continuously through its phase shifters (PSs). However, in reality, PSs have finite

resolutions. In this work, we assume the latter model, which converts the continuous optimization

into a discrete one and thus increases the complexity. We present an optimization method for

this setting and compare it to relevant benchmarks to highlight its advantages.

The placement of RIS has not been extensively studied. In most cases, RIS is either placed

near the BSs or the users [16, 19, 20] to mitigate the impact of product path-loss [20]. However,
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in practice, due to user mobility or physical constraints, neither may be feasible. To shed light in

this direction, we quantify the minimum required degrees-of-control for the RIS (i.e., the number

of RIS elements each with a known set of possible phase shifts) to attain a desired performance

metric (e.g., per user rate) and analyze the results as a function of the location of the RIS.

Our contributions are thus multi-fold. We study RIS-assisted networks with noisy and local,

therefore imperfect, channel knowledge and quantify the impact of this limited knowledge on

network performance. Further, we consider networks with distributed RISs and compare this

setting to a benchmark with a centralized RIS. We present an optimization method for finite

resolution (i.e., RIS with discrete PSs) and compare the results in terms of gain and complexity

to relevant benchmarks. Additionally, we evaluate through simulations the RIS-assisted system

performance under various fading models, including Nakagami, Rician, and Rayleigh. Finally,

we provide design guidelines by quantifying the required number of RIS elements as a function

of the location of the RIS(s) to attain certain overall network objectives, such as sum-rate or

fairness, and verify the results through simulations.

The rest of the paper is structured as follows. We present our channel model based on

centralized and distributed RISs and outline the optimization problem in Section II. In Section III,

we discuss our proposed optimization approach. Then, in Section IV, we provide a lower bound

on the minimum required degrees-of-control for the RIS. In Section V, we present the simulation

results and then conclude the paper in Section VI.

A. Notations

Throughout the paper, we use bold-face lowercase, bold-face uppercase, and italic letters to

denote vectors, matrices, and scalars, respectively. We also use CI×J to describe the space of

I×J complex-valued matrices. diag{x} is a diagonal matrix using vector x, and |x| and ||x|| are

the absolute value and Euclidean norm of complex-valued vector x, respectively. We use E(.),

log(.), Re(.), and Im(.) to denote the statistical expectation, logarithmic function in base 2, and

real and imaginary parts of a complex number, respectively. Finally, BH shows the conjugate

transpose of matrix B.

II. PROBLEM SETTING

IoT systems should support a diverse set of users, some of which with very strict power and

physical constraints. We thus focus on an IoT network where each transmitter and receiver is
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equipped with a single antenna, and the communication is assisted by intelligent surfaces. More

specifically, we consider two RIS-based cases: (1) centralized RIS, which is useful when the RIS

can be placed close to either the transmitters or the receivers, and (2) distributed RISs, where

each transmitter has one dedicated RIS, which better mirrors the real-world challenges of IoT

networks wherein each RIS could be installed on the building facade/wall close to its associated

transmitter.

Fig. 1. A K-user SISO IoT network with an M -element centralized RIS; (b) A K-user SISO IoT network with K distributed

RISs where each RIS has M elements.

A. Centralized RIS

In this case, we use a centralized RIS with M reconfigurable elements as shown in Fig. 1(a),

where Txi, RIS, and Rxi are available at (x
[i]
t , y

[i]
t ), (x0, y0), and (x

[i]
r , y

[i]
r ), i = 1, 2, . . . , K,

respectively.

Channel model: We use h[ji]
d (t) ∈ C1×1, h[j](t) ∈ CM×1, and g[i](t) ∈ C1×M to denote the

channels of Txj-Rxi link (between Txj and Rxi, i, j ∈ {1, 2, . . . , K}), Txj-RIS link, and RIS-Rxi

link, respectively, at time t. We assume RIS elements are spaced at least λ/2 apart from each

other where λ represents the wavelength of the transmitted signal. Therefore, the elements of
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h[j](t) and g[i](t) are independent across time and users. Later, we will describe the small-scale

fading and large-scale fading to characterize the channels.

Available CSI at transmitters: Since the RIS elements need to be optimized to suppress

interference at all receivers simultaneously, we assume global CSI is available at the transmit-

ters [21–24]. There is no further data exchange between the transmitters.

Available CSI at receivers: We assume each receiver is aware of global CSI since it requires

global CSI to know the RIS configuration and subsequently decodes its message. We note that

no data is exchanged beyond CSI between the receivers.

Here, we assume each receiver estimates its incoming channels from all transmitters perfectly

and then informs the others about these channels through two cases: (1) The noiseless links,

which represent that other network nodes learn the channels as the receiver (noiseless CSI); (2)

The noisy links, meaning that the information provided to the transmitters is noisy. We refer to

this as “noisy-p” channels if other nodes attain the channels at a signal-to-noise ratio (SNR) of

p dB.

To characterize the above communication channels, we consider the small-scale fading and

large-scale fading as below:

Small-scale fading: Similar to [25–27], since in practice, RIS is usually positioned with the

knowledge of the BS’s location, we consider h[j](t) is a line of sight (LoS) channel vector

(i.e., h[j](t) = h[j]). On the contrary, due to the user’s mobility and the complex propagation

environment, assuming h
[ji]
d (t) and g[i](t) are LoS channels is impossible in practice; thus, we

assume h[ji]
d (t) and g[i](t) are distributed based on Rayleigh fading. Here, we write h[j]

m , the mth

element of h[j], as

h[j]
m = e

−j 2π
λ
d
Txj−RIS[m]

, (1)

where dTxj−RIS[m] shows the distance between Txj and the mth element of the RIS. In addition,

h
[ji]
d (t) and g[i]

m(t) (the mth element of g[i](t)) are distributed based on CN (0, σ2
hd

) and CN (0, σ2
g),

respectively, where σ2
hd

and σ2
g show the corresponding variances.

We use a large array antenna to capture the RIS in this part. Later, in Section V, we will utilize

metasurfaces to build the RIS and consider the angle between the incident and reflected signals

at RIS. Further, we will evaluate the performance of our RIS-assisted network by considering

Nakagami and Rician fading models as more realistic channel fading models in Section V.
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Large-scale fading: We use C0d
−α as the path loss profile where C0 describes the signal loss

at a reference distance (e.g., 1m), d is the distance between a pair of nodes (e.g., Txj and Rxi)

and α represents the corresponding path loss exponent.

For simplicity, in the rest of the paper, we use mh, σ2
hd

, and σ2
g to denote h[j]

m , the variance

of h[ji]
d (t), and the variance of each element of g[i](t), respectively, which include the impact of

both small-scale fading and large-scale fading.

RIS configuration: In this paper, we assume a controller between one of the transmitters (e.g.,

Tx1 in Fig. 1(a)) and the RIS to exchange CSI and control the RIS elements over a separate

communication connection. Moreover, we consider only the first reflected signal from the RIS

due to the significant path loss and ignore the hardware imperfection features (e.g., non-linearity)

at the RIS; thus, if x̃(t) is the incident signal at time t, we find the reflected signal from the

mth element of the RIS as

ỹm (t) = x̃ (t)
(
βm (t) ejθm(t)

)
, 1 ≤ m ≤M, (2)

where βm(t) ∈ [0, 1] and θm(t) ∈ [0, 2π) are the amplitude and phase of the mth element of the

RIS, respectively, at time t. Recently, [22, 25, 28] have shown that it is hard to control βm(t)

and θm(t) separately in the real-world scenarios; therefore, we consider βm(t) = 1 (i.e., perfect

reflectors) at the RIS. We also assume that each RIS element has a b-bit PS, indicating that each

RIS element can only take N = 2b quantized levels. For simplicity, we assume these N levels

are distributed uniformly in [0, 2π). We define φN , the set of quantized values of θm(t), as

φN =

{
0,

2π

N
,
4π

N
, . . . ,

2π(N − 1)

N

}
. (3)

Moreover, we use Θ(t) ∈ CM×M to denote the RIS configuration, which is given by

Θ(t) = diag{eθ(t)}, θ(t) = [θ1(t), θ2(t), . . . , θM(t)]. (4)

Received signal: The received signal at Rxi is a combination of the direct signals from the

BSs and the reflected signals from the RIS, which is given by

yi(t) =
K∑
j=1

[
g[i](t)Θ(t)h[j] + h

[ji]
d (t)

]
xj(t) + ni(t), (5)

where xj(t) is the transmitted signal at Txj , ni(t) ∼ CN (0, σ2) is additive white Gaussian noise

(AWGN) at Rxi, and E{x(t)xH(t)} = diag([P1, P2, . . . , PK ]) where x(t) = [x1(t), x2(t), . . . ,

xK(t)] ∈ C1×K and Pj, j ∈ {1, 2, . . . K} describes the transmit power from Txj . As we describe



7

later, all operations occur in a single coherence time; therefore, the time notation is removed

throughout the rest of this work. Then, we use (5) and write the signal-to-interference-plus-noise

ratio (SINR) at Rxi as follows:

SINRi =
Pi

∣∣∣g[i]Θh[i] + h
[ii]
d

∣∣∣2
σ2 +

∑K
j=1,j 6=i Pj

∣∣∣g[i]Θh[j] + h
[ji]
d

∣∣∣2 . (6)

B. Distributed RISs

As depicted in Fig. 1(b), we have K distributed RISs, one dedicated RIS to each transmitter.

We assume the same location notations for the transmitters and the receivers as discussed in

Section II-A and use (x
[i]
0 , y

[i]
0 ) to denote the location of RISi, the ith RIS.

Channel model: We use h[ji] ∈ CM×1, and g[ii] ∈ C1×M to denote the channels of Txj-

RISi, i, j = 1, 2, . . . , K and RISi-Rxi links, respectively. Notice that h[ji]
d , large-scale fading,

and small-scale fading are similar to the case with a centralized RIS. However, since RISi is

dedicated to Txi, assuming LoS channels between Txj and RISi is not feasible. As a result,

we assume that h[ji] is distributed based on Rayleigh fading whose elements have CN (0, σ̃2
h)

distribution.

Available CSI at transmitters: Acquiring global CSI requires an excessive overhead because

of the substantial number of channels in the RIS-assisted network. This overhead would create

a bottleneck in practice as feedback channels have limited bandwidth [29–34] and the delay

overhead may render forward communications infeasible [12, 15, 35]. Therefore, in distributed

RIS case, we focus on a more realistic assumption as Txi is aware of its outgoing channels to

the receivers (the direct channels and the channels through RISi) and beyond that, it only knows

the statistics of the other channels. We refer to this model as local channel state information at

the transmitters (local CSIT) [29–31, 33, 34].

Available CSI at receivers: Here, Rxi knows its incoming channels from all transmitters plus

the outgoing channels from Txi to compute the optimal configuration at RISi and beyond that,

it only knows the statistics of the other channels.

Similar to a centralized RIS, there is no data exchange between the transmitter and no data

exchange beyond CSI between the receivers. Moreover, we have two channel knowledge cases

as noiseless and noisy-p channels.

RIS configuration: We assume each transmitter uses a controller to exchange CSI and control

the PSs at its corresponding RIS via a separate communication link. Similar to the case with one
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RIS, we consider only the first reflected signal from each RIS in our calculations and exploit PS

with N possible levels at each RIS element, reflecting the signals perfectly. More precisely, we

use θ[i]
m ∈ φN to denote the phase shift at the mth element of RISi. Then, we use Θ[i] ∈ CM×M

to show the RIS configuration at RISi as below.

Θ[i] = diag{eθ[i]}, θ[i] = [θ
[i]
1 , θ

[i]
2 , . . . , θ

[i]
M ]. (7)

Received signal: According to the above, we find the received signal at Rxi, which is given

by

yi =
[ K∑
i′=1

g[i′i]Θ[i′]h[ii′] + h
[ii]
d

]
xi +

K∑
j=1,j 6=i

[ K∑
i′=1

g[i′i]Θ[i′]h[ji′] + h
[ji]
d

]
xj + ni. (8)

Notice that the assumptions about xi, transmit power Pi, and ni are similar to the assumptions

described in (5). Based on (8), we compute the SINR at the ith receiver as follows:

SINRi =

Pi

∣∣∣∣∣∑K
i′=1 g[i′i]Θ[i′]h[ii′] + h

[ii]
d

∣∣∣∣∣
2

σ2 +
∑K

j=1,j 6=i Pj

∣∣∣∣∣∑K
i′=1 g[i′i]Θ[i′]h[ji′] + h

[ji]
d

∣∣∣∣∣
2 . (9)

C. Optimization Problem

One of our goals in this work is to find the RIS configuration to maximize the sum-rate.

Therefore, we define the following optimization problem with a centralized RIS.

max
θ

K∑
i=1

log(1 + SINRi)︸ ︷︷ ︸
4
= −q(θ)

≡ min
θ

q(θ)

s.t. θ = [θ1, θ2, . . . , θM ], θm ∈ φN , for 1 ≤ m ≤M. (10)

Moreover, to meet fairness among users, we define a max-min optimization problem as

max
θ

min
i={1,2,...,K}

log(1 + SINRi)

s.t. θ = [θ1, θ2, . . . , θM ], θm ∈ φN , for 1 ≤ m ≤M. (11)

Notice that (10) and (11) are nonlinear integer programming (NLIP) problems, which are NP-

hard. In general, there is no efficient way to find the exact solution to NLIP problems, and they

can be solved through two methods: (i) converting it to an equivalent convex approximation
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problem and then applying a regular convex optimizer to find the approximated solution or (ii)

using a heuristic method (e.g., filled function and genetic algorithm), which directly focuses on

the original problem. In [21, 36], the authors use the first case and study the successive refinement

(SR) methods, which is an iterative algorithm that alternately optimizes each of the RIS elements

by fixing the other M − 1 elements in an iterative manner until convergence occurs. However,

these methods get stuck in local solutions; therefore, in this paper, we utilize the second case

and propose an optimization method based on a sigmoid filled function to find an approximation

of the global solution. We will compare our approach with two SR-based methods in [21, 36]

as well as the simplified exhaustive search (SES) method and the genetic algorithm (GA), two

well-known heuristic methods, in terms of complexity and rate in Section V.

Since only local CSIT is available to each transmitter in the distributed case, it is not feasible

to maximize the sum-rate. Thus, in Section III-B, we will define scorei in (17) for Txi and

formulate the optimization problem accordingly.

III. PROPOSED OPTIMIZATION APPROACH

A. Centralized RIS

The idea of the filled function optimization method was originally introduced in [37] for

the continuous domain. Then, [38] updated it for the discrete domain. In this paper, we use a

sigmoid-based filled function and run local and global searches to optimize (10).

Local search: We define N (θ) as the neighbors of RIS configuration θ such that

N (θ) = θ ∪ {θ + λm,λm ∈ Λ}, (12)

where λm is an M -length column vector with the mth element chosen from {0, 2π
N
, 4π
N
, . . . ,

2π(N−1)
N
} and the others set to zero; further, Λ is the direction set equals to Λ = {λm,m =

1, 2, . . . ,M}. Here, the local search scans all neighbors of θ to find a solution as θ∗ ∈ N (θ)

such that q(θ∗) ≤ q(θ). If θ∗ = θ, we call θ∗ the local minimizer; otherwise, we consider

θ = θ∗ and repeat the local search.

We provide Algorithm 1 to demonstrate how the local search works. We use iloc
` to denote

the number of iterations to find the local optimizer in the `th round of using Algorithm 1. Then,

we define iloc
max as the maximum value of iloc

` . Initially, we set iloc
` = 0 and θ∗ = θ`, and then,

in lines 2 to 5, we check all the neighbors around θ` to find a better solution than θ`. To do

this, we set θ̃ = θ` + λm. If q(θ̃) ≤ q(θ∗), θ̃ offers a better solution than θ∗; hence, we set
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Algorithm 1 Local Search

Input: θ`, iloc
max;

Output: θ∗;

1: iloc
` = 0; θ∗ = θ`;

2: for λm ∈ Λ do

3: θ̃ = θ` + λm;

4: if q(θ̃) ≤ q(θ∗) then

5: θ∗ = θ̃;

6: iloc
` ← iloc

` + 1;

7: if θ∗ 6= θ` and iloc
` ≤ iloc

max then

8: θ` = θ∗;

9: Go to line 2;

10: else

11: θ∗ is the local minimizer.

θ∗ = θ̃. Following the completion of the search among θ`’s neighbors, we increase iloc
` by one.

If θ∗ = θ` or iloc
` > iloc

max, we consider θ∗ to be the local minimizer. Otherwise, we use θ` = θ∗

and repeat lines 2 to 5 for all neighbors of new θ`.

It is important to note that the local search uses finite steps to find the local minimizer since

there are NM possible solutions that are finite.

Global search: The filled function plays an essential role in the global search. In this work,

we use sigmoid-based filled function Qr(θ,θ
∗) and define an auxiliary optimization problem as

min
θ

Qr(θ,θ
∗)

s.t. θ,θ∗ ∈ φN , (13)

where θ∗ is the current local minimizer of (10), and r > 0 denotes the filled function parameter.

The aim here is to find a better solution than θ∗. The global search begins with random

configuration θ0 and uses the local search for (10) to obtain θ∗0 as its local minimizer. Then, to

find a better solution, it exploits a sigmoid filled function, which is given by

Qr(θ,θ
∗) = (1 +

1

1 + β||θ − θ∗||2
)fr(q(θ)− q(θ∗)), (14)

where

fr(q(θ)− q(θ∗)) =


q(θ)− q(θ∗) + r, q(θ)− q(θ∗) ≤ −r,

1

1+e
−6
r (q(θ)−q(θ∗)+r/2)

, −r < q(θ)− q(θ∗) < 0,

1, q(θ)− q(θ∗) ≥ 0,

(15)
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and

β =

 0, q(θ)− q(θ∗) ≤ −r,

1, otherwise.
(16)

It applies θ∗0 to (14) and runs the local search for (13) to obtain θ̃∗0. Next, it assumes θ1 = θ̃∗0

and runs the local search for (10) with θ1 to attain θ∗1 as a new local minimizer. We call θ∗1

a better solution than the previous local minimizer if q(θ∗1) < q(θ∗0). It repeats this procedure

until a stopping criterion is satisfied. Here, we use r as the optimization parameter. Intuitively, r

denotes a radius around θ∗ that the algorithm seeks for a new solution. If the global search fails

to identify a better solution with r, it reduces r by using r = r/10, resulting in a smaller search

area surrounding the local minimizer. Notice that if the global search discovers a new solution,

it resets r to its initial value. Moreover, we use ifilled
m ,m = 0, 1, 2, . . . , (N − 1)M to denote the

number of times our method searches for a new solution by scanning the mth neighbor of a

local minimizer obtained from (13). Then, we define ifilled
max as the maximum number of times the

global search uses the filled function to search for a new solution. Finally, we stop the procedure

if r < ε, for some ε � 1 (e.g., ε = 0.01 in Table I) or
∑(N−1)M

m=0 ifilled
m > ifilled

max , and declare the

latest solution as the output of the global search.

TABLE I

A COMPARISON BETWEEN THE ORIGINAL GLOBAL SEARCH (OGS) METHOD WITH THE PROPOSED GLOBAL SEARCH (PGS)

METHOD IN TERMS OF SUM-RATE AND COMPLEXITY RATIOS WHEN K = 4, τ = 10, r = 10, AND ε = 0.01.

Ratio M = 4 M = 8 M = 16 M = 32

sum-rate (PGS)/sum-rate (OGS) 1 1 0.9985 0.9974

complexity (PGS)/complexity (OGS) 99% 90% 84% 76%

To accelerate the search process, in this paper, we modify the global search and use the local

search to optimize (10) every τ ∈ N times. More precisely, after τ times of finding the local

minimizer of the auxiliary optimization problem, we run the local search for (10) to minimize

q(θ). According to Table I, the proposed global search achieves almost the same sum-rate as

the original global search while reducing the complexity by 24% when K = 4 and M = 32.

We provide a pseudo code in Algorithm 2 to describe the global search. The algorithm’s inputs

are θ0, r > 1, τ ≥ 1, ε� 1, iloc
max, and ifilled

max , where θ0 is selected randomly. Here, the output is

θ∗∗, and we use `, r0, and τ̄ to denote the `th round of the global search, to keep the initial value
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of r, and to show which round of the global search uses the local search for (10), respectively.

Initially, we set ` = 0, r0 = r, τ̄ = τ , ifilled
m = 0,m = 0, 1, . . . , (N − 1)M , and θ∗∗ = θ0. Then,

if `+ 1 ≥ τ̄ , we update τ̄ and run the local search for (10) with θ` to get its local minimizer as

θ∗` . Otherwise, we skip the local search and consider θ∗` = θ`. Next, if q(θ∗` ) < q(θ∗∗) or ` = 0,

we set θ∗` as a new optimal solution, reset the value of r (r = r0), and put m = 1 where m

represents the index of a neighbor around θ∗` . Then, we use the local search for (13) with θ∗` to

obtain θ̄∗` and set ifilled
m−1 ← ifilled

m−1 + 1. If m = 1, we increase ` by one and set θ` = θ̄∗`−1; else,

the algorithm knows that it searched at least one of the neighbors around θ∗` and put θ` = θ̄∗` .

Then, it goes to line 4. Thereafter, if q(θ`) ≥ q(θ∗∗), the global search checks whether it covers

all the neighbors around θ∗` or not. If the answer is no, it updates θ∗` , increases m by one, and

goes to line 12. Otherwise, if r < ε or
∑(N−1)M

m=0 ifilled
m > ifilled

max , it stops the searching process and

declares θ∗∗ as the global minimizer; else, it confines the searching area by reducing r. Then,

it sets `← `− 1 and goes to line 11.

Algorithm 2 Global Search

Input: θ0, r, τ, ε, i
loc
max, i

filled
max ;

Output: θ∗∗;

1: ` = 0; r0 = r; τ̄ = τ ;

2: ifilled
m = 0, for m = 0, 1, . . . , (N − 1)M ;

3: θ∗∗ = θ0;

4: if `+ 1 ≥ τ̄ then

5: τ̄ ← τ̄ + τ ;

6: Run Algo. 1 with θ` and (10) to find θ∗` ;

7: else

8: θ∗` = θ`;

9: if q(θ∗` ) < q(θ∗∗) or ` = 0 then

10: θ∗∗ = θ∗` ; r = r0;

11: m = 1;

12: Run Algo. 1 with θ∗` and (13) to get θ̄∗` ;

13: ifilled
m−1 ← ifilled

m−1 + 1

14: if m = 1 then

15: `← `+ 1;

16: θ` = θ̄∗`−1;

17: else

18: θ` = θ̄∗` ;

19: Go to line 4;

20: if m ≤ (N − 1)M then

21: θ∗` = θ∗`−1 + λm;

22: m← m+ 1;

23: Go to line 12;

24: else

25: if r < ε or
∑(N−1)M

m=0 ifilled
m > ifilled

max then

26: θ∗∗ is selected as global minimizer.

27: else

28: Reduce r as r ← r
10

;

29: `← `− 1;

30: Go to line 11;
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Remark 1. We note that the filled function-based optimization methods can optimize a general

nonlinear objective function as long as selecting a possible configuration from a discrete set is the

only constraint. This model is usually referred to as an unconstrained optimization problem [38].

According to the above Remark, we can apply our sigmoid filled function method to the

max-min optimization problem in (11).

B. Distributed RISs

In this case, we assume each transmitter only knows its own local CSIT; therefore, we define

scorei as a new objective function that captures the fact of enhancing the desired signals from

Txi, i = 1, 2, . . . , K at Rxi while suppressing the interference signals from Txi at other receivers.

Consequently, we write scorei as

scorei ,
Pi

∣∣∣g[ii]Θ[i]h[ii] + h
[ii]
d

∣∣∣2
σ2 +

∑K
j=1,j 6=i Pi

∣∣∣g[ij]Θ[i]h[ii] + h
[ij]
d

∣∣∣2 , (17)

where compared to SINRi given in (6), the denominator includes noise and the interference

caused by Txi at unintended receivers. Then, we define the optimization problem as follows:

Fig. 2. Sum-rate versus log(M) with different objective functions as SNRi, SIR-Txi, and scorei.We assume K = 4, N = 4,

σ2 = −80dBm, and Pi ∈ {5, 20, 30} in dBm scale.

max
θ[i]

scorei

s.t. θ[i] = [θ
[i]
1 , θ

[i]
2 , . . . , θ

[i]
M ], θ[i]

m ∈ φN , for 1 ≤ m ≤M, 1 ≤ i ≤ K. (18)

Here, we use the same strategy as Section III-A to maximize (18) since the filled function

can be applied to a general unconstrained optimization problem.
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Notice that it is possible to use two other methods to define scorei: (1) SNR at the ith

receiver (SNRi), and (2) signal-to-interference ratio from Txi (SIR-Txi) by removing noise from

the denominator of (17). In Fig. 2, we compare the performance of these two alternatives with

scorei in (17) utilizing different transmit powers. It depicts that scorei consistently outperforms

the other two ways since it includes the impact of desired and interference signals from Txi as

well as noise. In addition, Fig. 2 shows that the sum-rate corresponding to SNRi is higher than

the sum-rate corresponding to SIR-Txi when Pi is small because the desired and interference

signals are weak. However, SIR-Txi outperforms SNRi at high Pi values due to the strong

interference signals. Fig. 2 also depicts that the difference between the curves using scorei and

SIR-Txi decreases as Pi increases.

IV. MINIMUM REQUIRED DEGREES-OF-CONTROL FOR THE RIS

Prior results, for the most part, either do not consider the number of RIS elements and instead

focus on adjusting the elements of a given RIS [21, 39] or obtain the number of RIS elements

at high SNRs [24]. In particular, [39] uses a given RIS and configures its elements to match the

received power from the reflected path to that of the direct path. In [21], the authors optimize the

available RIS elements to minimize the transmitted power. Finally, [24] shows that K(K − 1)

RIS elements are required to achieve DoF of K using an active RIS and assuming SNR→∞.

On the contrary, in this work, we compute a lower bound on the minimum number of RIS

elements to guarantee to achieve a specific value of SINR at each receiver.

A. Centralized RIS

Usually, RIS elements are configured based on channel coefficients; however, to find a lower

bound on M in this work, we assume that θ is independent of the channels and selected randomly

with uniform distribution. For simplicity, we focus on a symmetric scenario, which includes the

following: (i) All transmitters have the same transmit power (i.e., Pi = P, i ∈ {1, 2, , . . . K});

Each receiver stands at the same distance from all transmitters; (iii) The distance between the

RIS and all transmitters are the same; (iv) The receivers are placed at the same distance from

the RIS. We use the following two lemmas to explain our analysis.

Lemma 1. If g[i] shows the channel vector between RIS and Rxi, whose elements are independent

and identically distributed (i.i.d.) random variables with zero mean and variance σ2
g , and h[j]



15

denotes the LoS channel vector between Txj and RIS with value mh. Then, for a given RIS config-

uration Θ, where all elements are drawn independently at random from {0, 2π
N
, 4π
N
, . . . , 2π(N−1)

N
},

the variance of g[i]Θh[j] is equal to

ν = Mσ2
g(mh)

2. (19)

Proof. We have

ν = var

(
M∑
m=1

g[i]
me

jθmh[j]
m

)
(a)
=

M∑
m=1

var
(
g[i]
me

jθm
)

(mh)
2

(b)
=

M∑
m=1

σ2
g var

(
ejθm

)︸ ︷︷ ︸
1

+σ2
g

[
E
(
ejθm

)]2︸ ︷︷ ︸
=0

+
[
E
(
g[i]
m

)]2︸ ︷︷ ︸
=0

var
(
ejθm

) (mh)
2 = Mσ2

g (mh)
2 , (20)

where var(X) denotes the variance of X . Here, (a) holds since h[j]
m is constant and ejθm and g[i]

m

are independent. Further, (b) follows the rule of the variance of the product of two independent

variables. As a result, (20) completes the proof.

Then, we have

Lemma 2. For any δji > 0,

Pr
(∣∣∣g[i]Θh[j]

∣∣∣ < δji
2

∣∣∣Θ) > Pr
(∣∣∣Re{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ)Pr
(∣∣∣Im{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ)
≈ (

δji√
2πν

)2, i, j ∈ {1, 2, . . . , K}, j 6= i. (21)

Proof. We defer the proof to Appendix A.

Similar to Lemma 2, for any δji > 0,

Pr
(∣∣∣h[ji]

d

∣∣∣ < δji
2

∣∣∣Θ) > Pr
(∣∣∣Re{h[ji]

d }
∣∣∣ < δji

2
√

2

∣∣∣Θ)Pr
(∣∣∣Im{h[ji]

d }
∣∣∣ < δji

2
√

2

∣∣∣Θ)
≈ (

δji

σhd
√

2π
)2, i, j ∈ {1, 2, . . . , K}, j 6= i. (22)

Further, for any ∆ii > 0, we have

Pr
(∣∣∣h[ii]

d

∣∣∣ > ∆ii

∣∣∣Θ) > Pr
(∣∣∣Re{h[ii]

d }
∣∣∣ > ∆ii√

2

∣∣∣Θ)Pr
(∣∣∣Im{h[ii]

d }
∣∣∣ > ∆ii√

2

∣∣∣Θ)
=
[
2

∫ ∞
∆ii√

2

1

σhd
√
π
e
−r2

σ2
hd dr

]2

= [2Q(
∆ii

σhd
)]2, i ∈ {1, 2, . . . , K}, (23)

where Q(.) represents Q-function. Finally, we present a lower bound on the minimum number

of RIS elements as follows.
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Lemma 3. To achieve a per-user given value of SINR as ˜SINR, the minimum number of RIS

elements should follow:

M ≥ min
a

{
K2 logN

[ ˜SINR2π(K − 1)(512ν ′)(
σhd

[
Q−1

(
1

2Na/2K

)]
−N

−(10−a)

2K2
√

π
2
512ν ′

)2

− ˜SINRσ2

P

]
+ a
}
, (24)

where Q−1(.) is the inverse Q-function, logN is a logarithmic function in base N , ν ′ = ν/M , and

a shows a trade-off between signal enhancement from the desired transmitter and suppressing

the interference signals from other transmitters. For instance, we use a = 0 to dedicate RIS

elements to reduce the interference and a = M to exploit RIS elements to improve the desired

signal.

Proof. Based on (6), to calculate SINRi, we need to know the values of
∣∣∣g[i]Θh[j] + h

[ji]
d

∣∣∣ and∣∣∣g[i]Θh[i] + h
[ii]
d

∣∣∣. Here, we aim to have
∣∣∣g[i]Θh[j] + h

[ji]
d

∣∣∣ < δji and
∣∣∣g[i]Θh[i] + h

[ii]
d

∣∣∣ > ∆ii at

Rxi. For simplicity, we use δji = δ and ∆ii = ∆. Then, we have∣∣∣g[i]Θh[j] + h
[ji]
d

∣∣∣ (a)

≤
∣∣∣g[i]Θh[j]

∣∣∣+
∣∣∣h[ji]
d

∣∣∣ < δ, (25)

where (a) follows the triangle inequality. Further,
∣∣∣g[i]Θh[i] + h

[ii]
d

∣∣∣ can be lower-bounded by∣∣∣g[i]Θh[i] + h
[ii]
d

∣∣∣ ≥ ∣∣∣h[ii]
d

∣∣∣− ∣∣∣g[i]Θh[i]
∣∣∣ > ∆. (26)

The inequalities in (25) and (26) can be met if
∣∣∣g[i]Θh[j]

∣∣∣ < δ/2,
∣∣∣h[ji]
d

∣∣∣ < δ/2, and
∣∣∣h[ii]
d

∣∣∣ >
∆+δ/2. We calculate the probability of these three events using (21), (22), and (23), respectively.

In addition, there are NM different RIS configurations. Therefore, to have one RIS configuration

that satisfies (25) and (26) from all transmitters at all receivers, we need

NM [2Q(
∆ + δ/2

σhd
)]2K(

δ√
2πMν ′

)2K(
δ

σhd
√

2π
)2K(K−1) > 1. (27)

Without loss of generality, we assume Mν ′ ≥ σ2
hd

, which happens if the reflected signal through

the RIS is stronger than the signal from the direct path. Then, we rewrite (27) as

NM [2Q(
∆ + δ/2

σhd
)]2K(

δ√
2πMν ′

)2K2

> 1. (28)

To calculate (28), we assume

δ = N
−(M−a)

2K2

√
2πM+ν ′, (29)
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where M+ is the maximum value of M and 0 ≤ a ≤M illustrates a trade-off between improving

the desired signal and suppressing the interference signals. Then, by substituting δ in (28), we

obtain

Na[2Q(
∆ + δ/2

σhd
)]2K(

M+

M
)K

2

> 1, (30)

where (M
+

M
)K

2
> 1 because M < M+. Thus, we need

Q(
∆ + δ/2

σhd
) =

1

2Na/2K
, (31)

to meet the inequality in (28). As a result, we calculate ∆ as

∆ = σhd

[
Q−1

( 1

2Na/2K

)]
− δ

2

(29)
= σhd

[
Q−1

( 1

2Na/2K

)]
−N

−(M−a)

2K2

√
π

2
M+ν ′. (32)

Now, we use (6) to compute SINR at Rxi as below:

SINRi =
P
∣∣∣g[i]Θh[i] + h

[ii]
d

∣∣∣2
σ2 + P

∑K
j=1,j 6=i

∣∣∣g[i]Θh[j] + h
[ji]
d

∣∣∣2
(b)
>

P∆2

σ2 + P (K − 1)δ2

=

(
σhd

[
Q−1

(
1

2Na/2K

)]
−N

−(M−a)

2K2
√

π
2
M+ν ′

)2

σ2

P
+ 2π(K − 1)N

−(M−a)

K2 (M+ν ′)

(c)
>

(
σhd

[
Q−1

(
1

2Na/2K

)]
−N

−(M−−a)

2K2
√

π
2
M+ν ′

)2

σ2

P
+ 2π(K − 1)N

−(M−a)

K2 (M+ν ′)
, (33)

where (b) holds using (25) and (26), and (c) is correct by assuming M− as the minimum value

of M . Our goal is to attain a lower bound on M that ensures SINRi > ˜SINR. To do so, the

right-hand side of (33) should be greater than or equal to ˜SINR. Consequently, we have(
σhd

[
Q−1

(
1

2Na/2K

)]
−N

−(M−−a)

2K2
√

π
2
M+ν ′

)2

σ2

P
+ 2π(K − 1)N

−(M−a)

K2 (M+ν ′)
≥ ˜SINR. (34)

We note that (34) depends on the value of a; therefore, by taking logN from both sides of (34)

and considering 10 < M < 512, we have

M ≥ min
a

{
K2 logN

[ ˜SINR2π(K − 1)(512ν ′)(
σhd

[
Q−1

(
1

2Na/2K

)]
−N

−(10−a)

2K2
√

π
2
512ν ′

)2

− ˜SINRσ2

P

]
+ a
}
, (35)

which completes the proof.
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Later, in Section V, we calculate the optimal value of a that maximizes the left-hand side of

(34) numerically. We define Mmin as the smallest integer that satisfies (35). Further, we refer to

the curve that shows the average sum-rate versus different values of P using Mmin RIS elements

as the theoretical-bound.

B. Distributed RISs

In this part, we use the following lemma to show a lower bound on M that guarantees achieving

a given value of scorei as ˜score in a symmetric scenario as described in Section IV-A.

Lemma 4. To achieve a per-user given value of scorei, as ˜score, the minimum number of RIS

elements at RISi, where 10 < M < 512, should follow:

M > min
a

{
(K − 1) logN

[ ˜scoreπ
2
(K − 1)(σ2

hd
+ 512ν ′)

(σ2
hd

+ 10ν ′)
[
Q−1

(
1

2Na/2

)]2

− σ2

P
˜score

]
+ a
}
, (36)

Proof. The proof is similar to Lemma 3.

V. SIMULATION RESULTS

This section presents the numerical results of our proposed method, which are performed in

MATLAB. The simulation results are averaged across 100 Monte-Carlo trials. We present the

results in two parts. First, we compare distributed RISs with a centralized RIS when the channels

follow the small-scale fading outlined in Section II. More precisely, we study the sum-rate and

show the outage capacity using these two scenarios. In the second part, we assess the performance

of our filled function optimization method with different benchmarks using a centralized RIS. In

particular, we consider four baselines: the SES method, GA, SR [21] method, and Modified SR

(M-SR) [36] method. We compare our method with them in terms of rate (sum-rate and minimum

rate) and complexity when the channels between the BSs and RIS are distributed based on the

Rician fading model. Then, we utilize a more realistic channel model where all channels follow

Nakagami fading model. Finally, we study the minimum required degrees-of-control for the RIS.

Specifically, we consider a centralized RIS, compare the theoretical-bound with the simulation

findings, and obtain the minimum number of RIS elements to provide a certain sum-rate when

the RIS moves from the BSs toward the users.

Throughout this section, we set σ2 = −80dBm, τ = 10, r = 10, and ε = 0.01, and we consider

3.5, 2, and 2.1 as the path loss exponents between the transmitters and the receivers, between

the transmitters and the RIS(s), and between the RIS(s) and the receivers, respectively.
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A. Distributed RISs vs. centralized RIS

Sum-rate analysis: We investigate the performance of the distributed RISs with three distinct

scenarios under a centralized RIS with noiseless channels. We regard M as the total budget

of the smart surfaces, meaning that RISi, i = 1, 2, . . . , K contains M
K

elements and the cen-

tralized RIS utilizes M elements. Suppose K = 4, N = 4, C0 = −30 dB, the transmitters

are available at (50, 0), (0, 50), (100, 50), and (50, 100), the distributed RISs are located at

(47, 4), (3, 54), (97, 46), and (53, 96), and the receivers are spread at random in a room of size

100 × 100. We assume three scenarios for the location of the centralized RIS: (1) Euclidean

distance between transmitters (i.e., (50, 50)), (2) near one of the transmitters (e.g., close to

Tx1 at (47, 4)), and (3) at random. We consider (10) and (18) as the optimization problems

with a centralized RIS and the distributed RISs, respectively. In Fig. 3(a), we show sum-rate

against log(M) when Pi = 20dBm for i = 1, 2, . . . , K. As Fig. 3(a) shows, the distributed case

outperforms all scenarios with a centralized RIS and needs fewer elements to attain a given

sum-rate. This occurs since determining the optimal placement of the single RIS is challenging,

whereas each distributed RIS is located near its associated transmitter. In addition, in Fig. 3(b),

we compare the aforementioned cases when M = 32, Pi ∈ [0, 30] dBm at all transmitters,

and all other assumptions are the same as in Fig. 3(a). It depicts that the distributed scenario

outperforms the other cases, and the curves become saturated at high transmit powers.

(a) (b) (c)

Fig. 3. (a) A comparison between the distributed RISs and three different scenarios based on the centralized RIS when K = 4,

Pi = 20dB, and M ∈ {16, 32, 64, 128}; (b) Sum-rate versus Pi using the distributed RISs and different strategies based on a

centralized RIS when K = 4 and M = 32; (c) Outage capacity analysis of using a centralized RIS and K distributed RISs

when K = 4 and the channels are noiseless.

Outage capacity analysis: In this work, we mainly focus on the average rates. However, from

a practical standpoint, it is important to understand the outage probability resulting in failure to

achieve target rates. Thus, we study the RIS-assisted networks’ outage capacity with distributed
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and centralized RISs under noiseless channels. We define (1 − γ) outage capacity for the ith

user as

C1−γ
i = {Ri : Pr(Ri ≥ R0) ≥ 1− γ}, i ∈ {1, 2, . . . , K}, (37)

where Ri shows the rate for the ith user in which there exists a configuration at RIS(s) with

channel capacity more than or equal to R0 with a probability greater than or equal to 1 − γ.

Fig. 3(c) shows the outage capacity of the centralized and distributed scenarios. In the centralized

case, we assume 50, 5, and 47.17 represent the distance between Txi and Rxj, i, j = {1, 2, 3, 4},

the distance between Txi and the RIS, and the distance between the RIS and Rxj , respectively.

Then, in the distributed case, we consider the RISs are located at (25, 25), (25, 75), (75, 75), and

(75, 25). Here, we assume other assumptions are similar to Fig. 3(b). Fig. 3(c) shows that the

distributed case provides a higher outage capacity than the centralized case, which confirms the

conclusion in Fig 3(a) and (b) that the distributed scenario outperforms the centralized scenario.

B. Efficiency of our optimization method

In [21, 36], the authors propose two SR-based optimization methods, which optimize the

RIS elements in an iterative fashion. In this part, we compare our filled function method with

these baselines in terms of sum-rate, minimum rate (min rate), and complexity. Furthermore,

since the optimization problems in (10) and (11) are NP-hard problems, it is fair to utilize two

other benchmarks based on heuristic optimization methods as the SES method and GA. Here,

we focus on the centralized scenario and assume that h[ij] is distributed via Rician fading with

Rician factor κ = 2.

Sum-rate: In Fig. 4(a), we assume K = 4, N = 4, and Pi = 20dBm for i = 1, 2, . . . , K.

We also consider the channels are noiseless, M ∈ {8, 16, 32, 64, 96}, C0 = −30 dB, and (0, 0),

(50, 0), and (3, 4) show the locations of the BSs, receivers, and RIS, respectively. Fig. 4(a) shows

that our approach outperforms the SR-based methods as well as two heuristic optimization

methods. Further, we consider a baseline with no RIS, referred to as “No RIS-K parallel

channels,” where each transmitter delivers its message to its desired receiver with no interference.

Fig. 4(a) shows that our method offers a higher sum-rate than this baseline when M = 96. The

gap between our approach and the benchmarks grows as M increases since our approach finds

an approximate global solution while the others get stuck in the local minimizers. Then, in

Fig. 4(b), we present the sum-rate of our approach and the SR method using both noisy and
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noiseless channels. It depicts that our optimization approach offers acceptable sum-rate values

using noisy-30 and noisy-20 channels; however, it fails to perform well when we utilize noisy-10

and noisy-0 channels. It occurs because, as the noise power in the noisy CSI grows, the impact

of using more RIS elements diminishes since the actual CSI is substantially different from the

noisy CSI used in the optimization process.

(a) (b)

Fig. 4. (a) Sum-rate against log(M) of our approach, the SR method, the M-SR method, the SES method, GA, and No RIS -

K parallel channels under noiseless channels when K = 4 and N = 4; (b) Sum-rate versus different values of M using our

approach and the SR method with different versions of the noisy channels.

Min-rate: To ensure user fairness, we apply the max-min optimization problem in (11) and

compute the min rate. The assumptions are analogous to those in Fig. 4(a). As shown in Fig. 5(a),

our approach provides appreciable gains over the SR-based methods as well as GA and the SES

approach due to its more efficient optimization technique. Additionally, when M = 64, Fig. 5(a)

indicates that our approach achieves a higher min rate than the No RIS-K parallel channels.

Complexity: In this part, we compute the complexity of our approach, the brute force search,

and the baselines described in Fig. 4(a). We use the number of evaluations required to obtain
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(a) (b)

Fig. 5. (a) Min rate versus log(M) of our approach, the SR method, the M-SR method, the SES method, GA, and No RIS -

K parallel channels under noiseless channels; (b) A comparison between our approach, the SR method, and the M-SR method

using Nakagami fading when K = 4, and M ∈ {8, 16, 32, 64}

the solution as a proxy for complexity, which can be derived as follows.

(N − 1)Miloc
0 +

(N−1)M∑
m=0

(
(N − 1)Miloc

`

τ
+ (N − 1)Miloc

`

)
ifilled
m

(a)

≤ (N − 1)Miloc
max +

τ + 1

τ
(N − 1)Miloc

max ifilled
max︸︷︷︸

(b)

≤N((N−1)M+1)[log10(r/ε)+1]

≤ (N − 1)Miloc
max +

τ + 1

τ
N (N − 1)M ((N − 1)M + 1) [log10(r/ε) + 1] iloc

max︸︷︷︸
(c)

≤M

≡ O
(
N (N − 1)2 log10(r/ε)M3

)
, (38)

where (a) happens since iloc
` ≤ iloc

max and
∑(N−1)M

m=0 ifilled
m ≤ ifilled

max , and (b) and (c) follow the

definition of Algorithms 1 (line 7) and 2 (line 25) where iloc
max and ifilled

max cannot be greater than

M and N ((N − 1)M + 1) [log10(r/ε) + 1], respectively. In (38), we use the Landau notation

(“big O”) in its standard form, and log10 represents the logarithmic function in base 10.

We use the same assumptions as in Fig. 4(a) and calculate the complexity of our method,

the brute force search, the SR-based methods, GA, and the SES method when M ∈ {32, 64}

as Table II. This table shows that our method is faster than the brute-force search and the SES

method but slower than the others, revealing the rate-complexity trade-off of the methods. The

results of Table II support the analytical complexity statement in (38).
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In this work, we aim to attain the optimal RIS configuration with negligible overhead. For

instance, at carrier frequency fc = 1.8GHz and at the speed of v = 60km/h, the channel

coherence time is equal to c/(fcv) = 10msec, where c denotes the speed of light. According to

Table II, our method requires 1.45× 106 evaluations to find the optimal solution with M = 64,

and if we assume a dual-core processor with a clock frequency of 2 GHz, our approach requires

approximately 0.36msec to get the results, which is negligible.

TABLE II

THE COMPLEXITY OF OUR APPROACH, BRUTE FORCE SEARCH, AND THE BENCHMARKS MENTIONED IN SECTION V-B.

Method M = 32 M = 64 Method M = 32 M = 64

Brute force 1.84× 1019 3.40× 1038 SR method 2.34× 104 4.71× 104

M-SR method 1.28× 104 2.56× 104 Genetic algorithm 2.01× 104 2.01× 104

Simplified exhaustive search 3.17× 105 2.67× 106 Sigmoid filled function 3.63× 105 1.45× 106

C. Nakagami channel model

In this part, we use a more realistic channel model based on Nakagami distribution in [40].

Specifically, we define h[j]
m = |h[j]

m |ejθ̄
[j]
h,m , g[i]

m = |g[i]
m |ejθ̄

[i]
g,m , and h[ji]

d = |h[ji]
d |ejθ̄

[ji]
d as the commu-

nication channels, where θ̄[j]
h,m, θ̄[i]

g,m, and θ̄
[ji]
d describe the angles of h[j]

m , g[i]
m , and h

[ji]
d , respec-

tively. Here, |h[j]
m |, |g[i]

m |, and |h[ji]
d | follow a Nakagami distribution with parameters (m

h
[j]
m
,Ω

h
[j]
m

),

(m
h

[i]
m
,Ω

g
[i]
m

), and (m
h

[ji]
d
,Ω

h
[ji]
d

), respectively, where Ω parameters represent the large scale fading

of the channels. Moreover, the angles of the channels follow independent uniform distributions.

We use the cosine law to take the angle of the incident and the reflected signals at RIS into

consideration. More precisely, we assume

dTxi−Rxi =
√
d2
Txi−RIS[m] + d2

RIS[m]−Rxi
− 2dTxi−RIS[m]dRIS[m]−Rxi cos (ψm), (39)

where dTxi−RIS[m] , dRIS[m]−Rxi , and dTxi−Rxi indicate the distance between Txi and the mth element

of the RIS, between the mth element of the RIS and Rxi, and between Txi and Rxi, respectively.

We use ψm to denote the angle between the Txi−RIS[m] and RIS[m]−Rxi links. Fig. 5(b) depicts

the comparison results between our approach and two SR-based methods using a centralized RIS

when the channels are noiseless, K = 4, N = 4, and Pi = 20dBm for i = 1, 2, . . . , K. We

assume M ∈ {8, 16, 32, 64}, m
h

[ji]
d

= 3, m
h

[j]
m

= 1.5, m
g

[i]
m

= 2.5, ψm = 86◦, C0 = −31.5dB, and

(0, 0), (50, 0), and (3, 4) are the locations of the BSs, receivers, and RIS, respectively. According
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to Fig. 5(b), our filled function-based method provides a higher sum-rate than the other baselines

due to finding the approximation of the global solutions instead of the local optimal solutions.

D. Minimum required degrees-of-control for the RIS

In this section, we analyze the minimum number of required RIS elements to obtain a desired

performance metric. In particular, we focus on the following cases.

Theoretical lower-bound: We assume a centralized RIS with noiseless channels and consider

a symmetric setting where K = 3, N = 8, the path loss exponent between each pair of

transmitter-receiver is equal to 3.9, the distance between each pair of transmitter-receiver, the

distance between each transmitter and the RIS and the distance between the RIS and each

receiver are equal to 25,
√

2, and 24.02, respectively. To obtain an accurate curve, we solve (35)

numerically without utilizing the practical interval for M . In Fig. 6(a), we plot sum-rate versus

Pi with the theoretical-bound and our approach when Mmin = 24. The results show that our

method provides higher results than the theoretical-bound since we obtain the theoretical-bound

pessimistically (i.e., the RIS configurations are independent of the channels).

RIS at different locations: To study the optimal placement of the RIS, we calculate the

minimum number of the RIS elements that our method and the SR method require to provide

a certain sum-rate when the locations of Txi, the RIS, and Rxi are equal to (0, 0), (x0, 1), x0 ∈

[0, 30], and (30, 0), respectively. Moreover, we assume a symmetric setting with a centralized

RIS where Pi = 30dBm, the channels are noisy-30, K = 4, N = 4, and C0 = −30 dB.

Then, we compute the number of required RIS elements to achieve a sum-rate of 4 as described

in Fig. 6(b). Not surprisingly, due to the significant product path-loss, the number of required

elements is highest when the RIS is placed in the middle between the transmitters and receivers,

and the RIS needs fewer elements as it moves closer to either the transmitters or the receivers.

In addition, Fig. 6(b) describes that our method requires fewer elements than the SR method

due to its better optimization performance.

VI. CONCLUSION

In this paper, we investigated a SISO IoT RIS-assisted network under (1) centralized RIS

and (2) distributed RISs, with one RIS allocated to each transmitter. The simulation results

demonstrated that the distributed scenario offers a higher sum-rate than the centralized case and

requires fewer RIS elements to provide the same performance. We proposed an optimization
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(a) (b)

Fig. 6. (a) A comparison between our approach and the theoretical-bound with a centralized RIS when Mmin = 24, K = 3;

(b) The number of required RIS elements to have the sum-rate of 4 with one RIS when Pi = 30dBm, K = 4, and the channels

are noisy-30.

approach based on a sigmoid filled function to optimize the RIS elements in the discrete domain.

We showed that our optimization approach provides a higher rate and requires fewer RIS elements

to meet a certain sum-rate, compared to the SR-based methods [21, 36], GA, and SES methods.

Finally, we evaluated the minimum required degrees-of-control for the RIS to obtain a desired

performance metric. A future direction for this work would assume a wider range for the number

of distributed RISs. The main challenges are the placement of the RIS and pairing them with

the transmitters.

APPENDIX A

PROOF OF LEMMA 2

Proof. For a given Θ, we have

Pr
(∣∣∣g[i]Θh[j]

∣∣∣ < δji
2

∣∣∣Θ) > Pr
(∣∣∣Re{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ⋂∣∣∣Im{g[i]Θh[j]}
∣∣∣ < δji

2
√

2

∣∣∣Θ).
(40)

To simplify (40), we need to show that
∣∣∣Re{g[i]Θh[j]}

∣∣∣ and
∣∣∣Im{g[i]Θh[j]}

∣∣∣ are independent.

Notice that the independence of the real and imaginary parts of g[i]Θh[j] leads to the independence

of
∣∣∣Re{g[i]Θh[j]}

∣∣∣ and
∣∣∣Im{g[i]Θh[j]}

∣∣∣. Based on Lemma 1, Re{g[i]Θh[j]} and Im{g[i]Θh[j]}

are distributed via zero-mean Gaussian distribution; therefore, Re{g[i]Θh[j]} and Im{g[i]Θh[j]}



26

are independent if they are uncorrelated (i.e., their covariance is equal to zero), which is

straightforward.

Then, for i, j ∈ {1, 2, . . . , K}, j 6= i, we simplify (40) as

Pr
(∣∣∣g[i]Θh[j]

∣∣∣ < δji
2

∣∣∣Θ) > Pr
(∣∣∣Re{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ)Pr
(∣∣∣Im{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ).
(41)

Since Re{g[i]Θh[j]} is a zero-mean Gaussian random variable, we have

Pr
(∣∣∣Re{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ) =

∫ δji

2
√

2

−
δji

2
√

2

1√
πν
e
−r2
ν dr

(a)
≈
∫ δji

2
√

2

−
δji

2
√

2

1√
πν

[
1− r2

ν
+O(

r4

ν2
)
]
dr

=
1√
πν

[ δji√
2
−

δ3
ji

24
√

2ν
+O(

δ5
ji

ν2
)
]

(b)
≈ δji√

2πν
, i, j ∈ {1, 2, . . . , K}, j 6= i, (42)

where (a) applies based on approximation from the Taylor expansion of e
−r2
ν , and (b) holds

since our goal is to have a small δji; therefore, we ignore the high orders of δji
ν

.

Similarly, we obtain

Pr
(∣∣∣Im{g[i]Θh[j]}

∣∣∣ < δji

2
√

2

∣∣∣Θ) ≈ δji√
2πν

, i, j ∈ {1, 2, . . . , K}, j 6= i. (43)

Hence, using (42) and (43) leads to

Pr
(∣∣∣g[i]Θh[j]

∣∣∣ < δji
2

∣∣∣Θ) > (
δji√
2πν

)2, i, j ∈ {1, 2, . . . , K}, j 6= i, (44)

which completes the proof.
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